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Abstract 

In this paper a new approach to photochemical modelling is  investigated and a lagrangian particle model named 

Photochemical Lagrangian Particle Model (PLPM) is described. Lagrangian particle models are a consolidated tool to 

deal with the dispersion of pollutants in the atmosphere. Good results  have been obtained dealing with inert pollutants. 

In recent years, a number of pioneering works have shown as Lagrangian models can be of great interest when dealing 

with photochemistry, provided that special care is given in the reconstruction of chemicals concentration in the 

atmosphere. Density reconstruction can be performed through the so called “box counting” method: an Eulerian grid for 

chemistry is  introduced and density is  computed counting partic les in each box. In this way one of the main advantages 

of the Lagrangian approach, the grid independence, is lost. Photochemical reactions are treated in PLPM by means of 

the complex chemical mechanism SAPRC90 and four density reconstruction methods have been developed, based on 

the kernel density estimator approach, in order to obtain grid-free accurate concentrations. These methods are all fully 

grid-free but they differ each other in considering local or global features of the particles distribution, in treating the 

Cartesian directions separately or together and in being based on receptors or particles positions in space.  
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1. Introduction 

Despite of the progress observed in the last decades in the reduction of atmospheric pollution caused by many inert 

substances, photochemical pollution is still a major problem in several areas, both urban and rural, all over the world. 



The prediction of the concentration in air of secondary pollutants, like ozone (O3), originated from photochemical 

reactions requires the use of complex mathematical models, with many more difficulties than those faced in the 

calculation of the dispersion of primary pollutants due to the complex relationships between ozone and its  main 

precursors, NOx and VOC. (Russel and Dennis, 2000) Due to the high non-linearity of photochemical reactions, the 

emission reductions needed to obtain the desired reduction in ozone concentration are not simple to quantify. Computer 

simulations using mathematical models can give an a-priori evaluation of the emission reduction plans (e.g., Dentener 

et al., 2005; Zanini et al., 2004; Finzi et al., 2000). Mathematical models dealing with photochemistry are mostly based 

on the Eulerian approach, whereas a first prototype of photochemical Lagrangian particle model was introduced by 

Chock and Winkler (1994a, 1994b). In this model each partic le is  marked with a chemical tag and a grid mesh for 

chemistry, varying both in space and in time, is superimposed to the calculation domain. The chemical reactions take 

place within the grid volume involving only the particles contained in it. The concentration of each species inside this 

chemical grid is calculated by counting the particles with a given tag and dividing the corresponding total mass by their 

partial volume (i.e., the grid volume occupied by the tagged particles). These concentrations are then given in input to 

the chemical module and the new mass of a particle is  obtained multiplying the old mass times the ratio between the 

new and the old concentration for that species. 

Following a similar approach, usually named Hybrid Eulerian-Lagrangian, Stein et al. (2000) have added a detailed 

non-linear Eulerian chemistry module imp lementing the CBM-IV mechanism (Gery et al., 1989) to a three-dimensional 

Lagrangian particle model and have applied it to regional scale modelling. On the contrary, Song et al. (2003a) have 

combined a Lagrangian d ispersion algorithm with a time-dependent photochemical box model in order to obtain a 

reliable description of the evolution of ship plumes in the marine boundary layer. Recently, Song et al. (2003b) have 

developed a pure Lagrangian model with photochemical reactions. In this approach, each particle represents the 

geometrical centre of a puff with concentration assumed to be Gaussian with variances σj (with j=x,y,z). Values of σj 

are computed as the time integration of the velocity variances encountered over the history of the puff and particles are 

supposed to chemically react each other when they “intermix”, i.e., they lay closer than twice their associated variances. 

Chemical reactions follow the photochemical mechanisms developed by Russel et al. (1988) and lead to particles mass 

change. Reaction effic iency between particles is supposed proportional to the amount of reactive species contained in 

the intermixing regions and to the turbulence intensity but it is inversely proportional to the diffus ion time scale. This 

model has been validated on data collected for a power plant plume (Song et al., 2003b) and with the data obtained with 

the Southern Oxidants Study (Song and Park, 2004) giving satisfactory results .  

The model presented in this paper, Photochemical Lagrangian Partic le Model (PLPM) developed starting from 1999 

(Zanini et al., 2002; Vitali et al., 2003; Sachero et al., 2004; Reggiani et al., 2005), tries to make a step further in 



Lagrangian photochemical modelling since it uses a complex chemical mechanism and it is grid independent being 

based on a kernel density estimator. In PLPM dynamic and chemical approaches are clearly separated and turbulence 

acts only on the particle movement in the atmosphere whereas the efficiency of the chemical reactions between partic le 

are derived only from particles positions and masses, independently from turbulence features of the atmosphere.  

In this paper a detailed description of both dynamical and chemical modules of PLPM is given and a set of  tests 

involving density reconstruction efficiency and chemical evolution are described.   

2. PLPM model description 

PLPM implements the Lagrangian approach to the dispersion. Particles are generated to represent each a fraction of the 

emitted mass, and then moved in the space accordingly to wind and turbulence features. Transport and diffusion are 

independent from any grid: parcels motion is  described using the whole information on the meteorological fields and 

time and space interpolation is  applied to calculate meteorological variables in the actual particle positions.  

PLPM contains a chemistry module based on the SAPRC90 chemical mechanism (Carter, 1990) that can be switched 

on or off, so that the model can be also used for primary pollutants. If chemistry is active, each particle released is  

assumed to be composed by several pollutants. The number of pollutants in each particle changes in time since the 

chemical reactions may result in the production or loss of some species. Some details on specific model features follow. 

2.1 Domain and meteorological pre-processing 

PLPM is interfaced with the diagnostic meteorological model CALMET (Scire et al., 2000), acting as a meteorological 

pre-processor. Domain and meteorological parameters are directly read from CALMET, with the domain of PLPM 

being slightly reduced at the lateral and top borders for interpolation. Moreover, as the bottom layer in CALMET is 20 

meters high from the terrain (and then meteorological variab les are computed 10 meters high) some additional levels 

have been added for which meteorological data obtained according to similarity theory. 

2.2 Sources  

Several sources of different types (point, area, vo lume and linear) can be located anywhere inside the simulation 

domain. Area and volume sources can have arbitrary extensions with various shapes since they are not referred to a grid 

mesh. Each source marks the partic les it emits so that, at any time during the simulation it is possible to trace back a 

given particle to its source.  

2.3 Initial and boundary conditions 

Initial conditions are treated as instantaneous volumetric sources activated at the beginning of the simulation that 

generate partic les randomly and homogeneously inside the volumes used to characterise initial concentration values.  

Boundary conditions are described through an appropriate number of volume sources overlapping the domain 

boundaries with a transverse extension depending on the component of wind velocity normal to the boundary, entering 



or exiting the domain. These virtual sources can also show any temporal variation in both mass and chemical 

composition in order to consider complex situations. Particles emitted by the initial and boundary pseudo-sources are 

marked too. 

2.4 Turbulent particles motion 

In the random walk Lagrangian models family, turbulence is supposed to act on particles moving through a stochastic 

velocity component added to the average velocity from meteorological flows. The random walk induced by turbulence 

is supposed also to be Markovian: given the position of a particle at time t, its position at the time t+∆t is  be given by: 

( ) ( ) ( )x t t x t t u ui i i i+ = + + ′∆ ∆          (1) 

where i=1,2,3 indicates respectively the x, y and z direction, ui is the mean wind component along the i-th direction and 

ui' represents the turbulent velocity fluctuation along the same i-th direction. The time evolution of the velocity 

fluctuation is described in the most general terms by the non-linear Langevin equation introduced by Thomson (1987): 

( ) ( ) ( )tdtuxbdttuxaud jijii ξ,',,', +=′         (2) 

Where a i and bij are functions of space, velocity and time, and dξ j(t) is  a random increment of a Wiener process with 

independent components. The fluctuating turbulent term at time t is correlated to the one at time t+∆t and a Lagrangian 

time scale TL can be defined as the value at which the autocorrelation coefficient is equal to 1/e.  Both Lagrangian time 

and ai and bij coefficients in equation (2) are linked to the structure of turbulence through  functional relations with the 

meteorological variables. In PLPM particles move independently in each direction and their trajectories are constructed 

using equation (1). In the horizontal d irections homogeneous Gaussian turbulence is  supposed so that equation (2) 

reduces to  
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On the contrary, different turbulence models are applied in the vertical direction, depending on stability. Under 

convective conditions three models can be alternatively used to describe the turbulent vertical motion: the homogeneous 

skewed model of Hurley and Physick (1993), the quasi-homogeneous model described in Bianconi et al. (1999), and the 

non homogeneous skewed model of Luhar and Britter (1989).  Evolution equations for particles velocity fluctuations 

are solved by a forward in time scheme.  

2.5 Concentration fields 

To achieve a full independence from Eulerian grids, a technique for computing the concentration fields different from 

the usual box counting method is implemented in PLPM: the kernel density estimator (Lorimer, 1986; Yamada et al., 



1987and 1989; Yamada and Bunker, 1988)In the kernel approach the concentration c  in every point ),,( zyx at time t 

is computed as1:  
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where n  is the total number of partic les in the domain,  ),,( iii zyx  and im  are the position and the mass of i-th  

particle, respectively,  and )(ud is a kernel function  satisfying the two following requirements:  

ℜ∈∀≥ uud 0)(            (5) 

∫
ℜ

=1)( duud             (6) 

Kernel method can be understood in intuitive terms if one notices that equation (4) state that partic les identify the centre 

of mass of a “cloud” in which the mass mi is spread, with a density profile given by the kernel function d.  The λj 

parameters are the bandwidths and control the volume in which the mass of the particle is spread in the domain.  

In general statistics applications, a number of kernel functions have been developed and employed (Silvermann, 1986; 

Scott, 1992). One of the most popular is the Gaussian kernel for which 

)2/exp()2()( 22/1 uud −= π           (7) 

Another family of density estimators uses kernel functions having the form:  
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where n is  a pos itive integer number and  Kn a normalizing constant depending on n.  

Fo llowing the outcome of a number of tes ts (Peverie ri, 2000), the so-called Epanechnikov kernel estimator 

(Epanechnikov, 1969), obtained from this last es timators  family with n=1, has  been implemented in PLPM:   
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2.5.1 Bandwidths  

Experience in s tatis tical applications of kernel estimators (e.g., Jones  et al., 1996) sugges ts that correctly  choosing  

bandwidths in apply ing (4) is crucia l for the estimator performances: too small bandwidths  can lead to  a concentration 

fie ld  more irregula r than real one whereas bandwidths overes timation can result in a large b ias  between the 

                                                 
1 In equation (4) a product kernel dens ity estimator is described. The more genera l three dimensional kernels are not 
cons idered in this paper. An extensive  review of their employment in po llutant dens ity recons truction can be found in  
De Haan (1999).  



recons truc ted and the real field. Thus, an op timal method for bandwidth calculation is needed, aimed to minimize bo th 

variance and   bias . 

In PLPM four different methods  can be employed for bandwidth calculation:  

1) PG method (Partic les-based and  Globally-defined ). Bandwidths are associated  to the particles. The same set of 

bandwidth,λ x ,λ y and λ z, is  associated to all partic les .  Bandwidths  are calculated from g lobal features  of partic le  

distribution as  (De Haan,1999): 
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where σj and  Rj are the s tandard deviation and the interquartile range of the particles  dis tribution in each space 

direction; n is  the total number of partic les , α  is  a tuning parameter (set equal to 0.85) and A(K) is a parameter 

depending on the partic le dis tribution and the kernel function. 

2) PL3 method  (Particles-based, Locally-defined, three-dimensionally ordered). Bandwidths are associated to the 

particles and a different set of bandwidths  λ ij (with i = 1,..,n and  j=[x,y,z] ) is associated to each particle. A 

neighbourhood for each partic le is  defined (see paragraph 2.5.2). In each direction the bandwidth is set as  the maximum 

projection of the dis tances of the nearest neighbours  in that direction. 

3) PL1 method (Partic les -based, Locally-defined, one-dimensionally ordered). Bandwidths  are associated to the 

particles and a different set of bandwidths λ ij (with i = 1,..,n and j=[x,y,z] ) is associated to each partic le. For each 

particle, three different neighbourhoods are defined for each space direction, based on the projection of particles  

distances on the three axis . For each direction the bandwidth is set as the projected dis tance of the first partic le excluded 

from each of the neighbourhoods.  

4) RL3 method (Receptors-based, Locally-defined, three-dimensionally ordered) Bandwidths are associated to the 

receptors, i.e., the points where the concentration has  to be es timated and a different set of bandwidths  is  associated to 

each receptor. For each receptor all particles are ordered  by their dis tance from the receptor. A neighbourhood of the  

receptor is defined (see paragraph 2.5.2) and the bandwidth associated to the receptor, in each direction, is  the 

maximum projection of the dis tance of the neighbourhood in that direction. 

2.5.2 Neighbourhood definition 

In the case of locally  defined kernels (i.e., all kernels  tes ted here except PG) a method to define the extension of 

particles  or receptors neighbourhood is needed. In the frame of the general reconstruction problem, it is usual to link the  

number k of partic les  contained in the neighbourhood to the total partic les number N through a s imple empirical 

relation. Three possibilities have been tested : k = N/4 , k=N/8 and k ∝  N1/2. On the basis of a wide range of specifically  

designed tes ts  (Monforti, 2001; Peverieri, 2000), both in one and in three dimensions , the second formulation was 



preferred. Then, in PLPM a neighbourhood is defined as the ensemble of c loser partic les  containing 1/8 of the total 

mass, which coincides with 1/8 of the total partic les  if partic les carry a constant mass amount. It is worth noticing as in  

PLPM kernel bandwidths are computed on the basis of the distribution of partic les  in space and their masses, without 

any quantity related to the physics  of the dispers ion being involved. In such an approach, pollutants  dispers ion is  

supposed to be fully described by the s tochastic part of the particles  motion and no further dispersion is supposed in  

computing “clouds” associated to particles , the problem of underlying concentration reconstruction being treated purely 

as  a mathematical problem.  

2.5.3 Computational costs 

Computational times for bandwidths  selection can be easily linked to the number of particles  if one considers that, given 

a set of N points in space, the number of operations needed to  compute their reciprocal dis tances  is about 3N(N-1)/2 

whereas  sorting N numbers in ascending or descending order needs a number of operations equal to N log2N.  

Table 1 shows the overall scaling properties  of computational times for the kernels tes ted for PLPM: kernel PG shows a 

clear computational advantage, as it does not need any neighbourhood definition and its  computational time is almost 

linear with  partic le numbers ; on the contrary, other kernels depend on the square of the partic les  number (or the product 

of partic les and receptors number in the case of RL3). For PLPM applications  involving some thousands of particles, 

like the ones described in this  paper and in Vitali et al. (2006), bandwidths  setting computational times are affordable  

for all kernels  on an usual PC. On the contrary, if s imulations  involving higher partic les numbers are planned, more 

computational resources  are needed by neares t neighbourhood based kernels. Nevertheless, bandwidth selection covers 

only a part of computations needed by PLPM: the other computationally relevant modules  deal with partic les movement 

in the atmosphere and with chemistry. For both these modules  computational times are independent from the bandwidth 

selection method: partic les moving routines  scale linearly with  the partic les number Np and chemical module scales as 

Np
2 as the computation of C(x,y,z) following (4) is  needed in each partic le’s location (see next paragraph). In other 

words , for PLPM applications  involving non-inert pollutants , the computationally dominant module is  the chemical one 

and no important differences  in computational times are expected using different kernels . An example of such a 

situation is  described in paragraph 3.1 

2.6 Chemical reactions  

The condensed SAPRC90 chemical mechanism (Carter, 1990),  lumping hydrocarbons in molecular groups according 

to their reactivity with the oxydril radical, is implemented in the  current vers ion of PLPM. Since PLPM is highly 

modular it should be relatively easy to  incorporate in it more recent vers ions  of the SAPRC mechanism (i.e., SAPRC93, 

SAPRC 97 or SAPRC99), or other mechanisms as the CB-IV (Gery et al., 1989) where hydrocarbons lumping is  done 

according to  the carbon bond type (e.g., single bond, double bond or carbonyl bonds). Within PLPM, photochemical 



transformation of masses is  activated at discrete time steps. The concentration of each species  is computed at each 

particle's location using the kernel density es timator. Concentration values  are then input to the chemical mechanism, 

reactions take place and new concentration values  for a ll the species , are computed at particle's  location. Once the 

concentration field is transformed by photochemical reactions, masses of species  are redis tributed back to partic les: if 

mi,j  and Cj are respectively the mass of the j-th species carried by the i-th partic le and its concentration in the partic le’s  

location before the chemistry step, and m’i,j and Cj' are respectively the mass of the j-th species carried by the same 

particle and its concentration in the partic le’s  location after the chemistry, fo llowing Chock and Winkler (1994b) it is  

assumed: 
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This  equation allows masses of each species  to be modified according to the variation of their concentrations . It cannot 

be applied if the species  concentration before the chemistry step is  zero. In such a situation mj' is  calculated as : 
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where mi,tot  is  the  total mass of the i-th  partic le and C’tot is  the sum of C’j  for a ll species considered by the chemical 

mechanism. It is worth notic ing as  this approach reass igns  particles masses after chemical reactions in a way 

independent of  the method applied for the computation of concentrations  and it does not move partic les from their pre-

chemical location. 

3. Preliminary tests 

A number of tes ts  were performed in order to assess the reliability of the overall PLPM approach to density  

reconstruction and chemical reactions treatment in order to identify weak and strong  points.  

3.1 Density estimation assessment. 

A first set of tests  has been set up to  evaluate the performances  of the density reconstruction a lgorithms: N particles  

with the same mass were placed in space according to  a certain (known) density dis tribution c(x,y,z) and kernel density  

reconstruction methods are employed to compute the estimated density dis tribution ĉ(x,y,z) by means of equation (4). 

With a “perfect” density reconstruction one should obtain c(x,y,z) =  ĉ (x,y,z) and performances of density reconstruction 

methods can be assessed evaluating differences between the theoretical and the estimated densities .  

3.1.1 Uniform distribution 

The firs t density  reconstruction test involved an uniform concentration density c(x,y,z) = 125 µg/m3. Figure 1 shows 

average value of ĉ(x,y,z) as  a function of partic le number N generated: as expected density es timation improves with  

growing partic le numbers  and all kernels seem to tend asymptotically to the theoretical average value, with PL1 



reaching it for N ~ 2000 and then oscillating. All kernels overes timate density and tend to the optimal value from above 

but PL1 and PL3 are c learly better performing than PG and RL3.  

In Figure 2 the value of the s tandard deviation (SD) between the estimated and theoretical concentration: 
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is shown, (xi, yi, zi)  being particles’ Cartes ian coordinates . Three kernels , namely PL3, PG and RL3 show a 

performance improvement for growing N and seem to tend to  the “ideal” value (i.e., SD = 0), though s lower than what 

observed in the case of  average values. On the contrary, for PL1 a much higher value of SD, nearly independent from 

N, is  found. In other words, PL1 is found to  be the best performing method to reconstruct an uniform density, as  far as 

average value is  concerned, but its es timates suffer of high variability not likely to  improve increasing the number of 

particles  employed.  For this  reason, a better choice for uniform density reconstruction is probably PL3, even if 

computational time benefits (see paragraph 2.5.3) could suggest the use of PG.  

3.1.2 Gaussian plume distribution  

In another test a set of N=4500 particles  were generated miming a “perfect” Gaussian plume in the positive x d irection, 

with perfect flat terrain reflection:  
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where the source height zs was set equal to  200 m, σy and σz follow the Pasquill-Gifford curves for stability c lass D 

(neutral atmosphere) and C0 is  a normalization coeffic ient depending of the number and the mass of partic les generated. 

The “ideal” plume generated is shown in Figure 3. The density es timation ĉ(x,y,z) was computed and compared with 

theoretical Gaussian density on a number of receptor sets. Figure 4 shows es timated and theoretical density profiles on 4 

half arcs , laying from -90º to 90º, at the ground level and centred in the source position with increasing rad ius (namely 

1000, 2000, 4000 and 7000 meters). Figure 5 shows es timated and theoretical concentrations along 4 vertical profiles  

orthogonal to x-axis  at increasingly distances  form the source (again 1000, 2000, 4000 and 7000 meters) and figure 6  

shows estimated and theoretical concentrations on the plum axis , i.e. a long positive x-axis at 200 meters height.  

Figures 4 to 6 confirm as es timates based on different kernels  methods can be considerably different, depending on the 

receptors location. Both arcs and profile show that there are two kernels , namely PL3 and RL3, leading to “smooth” 

density fie lds, a kernel leading to strongly irregular density fie lds (PL1), especia lly far from the source, with PG leading 

to a s lightly irregular field. At distances  from the source smaller than 2000 meters  all kernels  tend to  overes timate  

ground concentration whereas at 7000 meters almost all kernels lead to a s light underestimation. Vertical profiles  

(Figure 5) show also as the kernels distribute differently the partic les  mass in the vertical d irection: PL3 and RL3 tend 



to disperse the mass too much, so leading to  a systematic underestimation in the region between 100 and 300 meters of 

height; the same kernels  tend to  overestimate the concentration in the vertical dis tribution tales , i.e., below 100 meters  

and over 300 meters. On the contrary, PL1 leads  to a very narrow concentration distribution in the vertical direction 

close to the source, but it suffers  of a rapid degradation moving away. As for PG, the selected tests seem to indicate it as  

a good compromise between smoothness and correct evaluation. F igure 7 shows maps of ground concentration obtained 

with different kernels for the perfect Gaussian particles plume described by equation (14) [top] and for the same plume 

rotated by 45º in antic lockwise direction. For reconstruction methods based on local approach (i.e., PL1, PL3 and RL3) 

the ground density pattern does not change substantially whereas the density pattern obtained with PG is  c learly  

different in the two cases. The reason for this  behaviour is that in PG bandwidths are computed on the basis  of global 

components  of s tandard deviation of particle positions . In the specia l case of a plume with axis paralle l to x axis  (Figure  

3) one has σx >> σy and then λ x >> λ y from equation (10); in such a s ituation, partic les’ mass is spread strongly 

asymmetrically with preference for x-direction, as it is evident from Figure 7(a), leading to a quite irregular 

concentration pattern. On the contrary, if the plume axis is  rotated by 45º, one has σx ≈ σy and then λ x ≈  λ y for each 

particle and partic les  mass  is spread mass in a broadly symmetrical way and resulting concentration pattern is  

noticeably smoother. Local based kernels  are exempt from this  rotational effect as they consider the only the partic les  

neighbourhoods when setting bandwidths , i.e., a particles  subset that is  likely to have a more symmetrical shape than 

the whole plume, leading to λ x ≈   λ y regardless  of the whole plume position in respect to the coordinate axis.  

3.2 Photochemical evolution of a box 

On the basis  of similar tests  reported in litera ture  (Seinfeld and Pandis , 1998) a further tes t was developed in order to  

evaluate the impact on the chemical module of PLPM of the ability of  d ifferent kernels in density reconstruction. 

Chemical evolution taking place in a box initia lly containing an homogeneous mixture of NO (0.1 ppm), NO2 (0.01 

ppm), HCHO (0.1 ppm) RCHO (0.1 ppm) and hydrocarbons (0.1 ppm) was simulated by means of PLPM: 2000 

particles  were placed randomly in a 1000x1000x400 meters wide box, each particle having the same mass  and chemical 

composition.  No active and boundary sources were present, and the models  was run with constant solar radiation to  

simulate 5 hours  of chemical evolution in a s tatic way (i.e., partic les  were maintained at rest).  

Figure 8 shows the evolution of the average box concentration of some chemical species as obtained with different 

kernel reconstruction methods. All the kernels  give broadly the same results, with PL1 leading to  s lightly different 

concentrations  (higher or lower depending of the compound considered). The overall agreement with chemical 

behaviour expected (Seinfeld and Pandis, 1998) is very encouraging for the model suitability in reproducing complex 

chemical evolution and it is a solid  basis  for future model validations involving chemically active compounds.  



Besides their ability in computing average concentrations, kernel methods were also checked for their stability: Figure 9  

shows time evolution of 
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standard deviation of the mi,j, i.e. the mass  of j-th chemical compound carried by each of the N partic les.  

Lower values of this indicator are preferable as they indicate more uniform concentration fields  whereas high values  

imply large local concentration irregularities likely to end up in a numerical “blow up”. Different chemical species  can 

show values  of different also by a factor of 10, depending on how the reactions in  which they are involved are sensitive  

to unavoidable density irregularities : between the species shown, NO, NO2 and O3 have the lower stability, whereas  

PPN, HCHO and RCHO show a lower density fluctuations. Furthermore, it is  evident as different kernels methods can 

also lead to  considerably different chemical s tability, with PL3 kernel generally performing better than the other 

methods, confirming its suitab ility in dealing with uniform concentrations  shown also in Figure 2. 

3.3 Summary of kernels performances 

On summary, preliminary tests performed allowed to identify strong and weak points for the tested kernels :  

− PG seems to give best performances  in reconstructing Gaussian plume density (Figures 4 to  6) but it is  not 

independent from coordinates  axis position (Figure 7) and it leads  to some degree of irregularity when 

reconstructing uniform concentrations (Figures  2 and 9). 

− PL1 reconstructed density fie lds are by far the most irregular ones  even if it seems to give best reconstruction 

c lose to  the source (Figure 6) and best average values  when tes ted on uniform concentrations  (Figure 1). 

− RL3 gives concentration fields  quite smooth (Figure 7) but it tends  to spread too much particles mass in space 

(i.e., bandwidths  are too large) leading to some underestimation ins ide the plume (F igures  4 and 5) and an 

overall overestimation of ground concentrations, especially c lose to  the source (Figure 3). 

− PL3 gives the best results as far as  homogeneity of chemical active compounds is concerned (Figure 9), but it 

shows the worst tendency to overspread particles mass in space (Figures 4 to 6). 

Given these results, it evident as  each kernel shows both positive and negative aspects , and none of them can be pointed 

as  the “best” one. In the companion paper (Vitali et al., 2006) they will be all employed in validating the inert vers ion of 

PLPM on the well known Kincaid and Copenhagen data sets .  

4. Discussion and conclusions 

A firs t prototype of a fully Lagrangian photochemical partic le model, PLPM, has been presented and discussed. 

Peculiar features  of this model are the high resolution, the grid independence and the implementation of a complete and 

complex chemical mechanism, the SAPRC90. The particles  dynamics  in PLPM adopts the classical Thomson approach 

based on the non-linear Langevin equation with different turbulence parameterization schemes available.  



Density reconstruction in PLPM is  based on the kernel method, overcoming the problem of box dimensions setting 

encountered when dealing with box counting density es timator. As of bandwidths  setting, four methods are available in  

PLPM, one based on global features  of particles  dis tribution and three considering local dis tribution features  by means 

of the definition of a partic le (or receptor) neighbourhood. Kernel performances in reconstructing s imple tes t densities  

have been compared both from the point of view of results precis ion and computation time.  Furthermore, the chemical 

module of PLPM has  been tested in the simple case of a box containing uniform concentrations of photochemically  

reactive compounds and kernel reconstruction methods have been assessed once again on the basis of their suitability to  

be coupled with a chemistry s imulation. While the preliminary tests  presented here are simple, they suggest that 

Lagrangian partic le models can be a valid approach in the future for modelling photochemical pollution, if in tegrated 

with kernel based density reconstruction methods, as all results obtained are very encouraging regarding both re liability  

and numerical stability. It is  also worth notic ing as the specific  algorithms currently implemented in PLPM and 

presented here are not the only possible ones, and room is left for successive improvements or changes, depending on 

the outcomes of the full validation of the model on data sets  involving chemically active pollutants. As an example, the  

use of particles  composed by many pollutants  has not been tested to be preferable to the approach of generating 

particles  each composed by one substance. Another possible improvement, not investigated at the moment, could 

consis t in introducing a different algorithm to reassign back partic le masses after chemical reactions without the  

constraint of conserving partic les positions. Such an approach would have the advantage that “free” particles  are likely 

to map in better detail s teep space variations of pollutants concentrations, but, at the moment, has showed to be very 

delicate from the point of view of computational s tability and quite demanding from the point of view of computational 

resources.  
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Table 
Kernel Distance between partic les or 

between partic les and 
receptors 

Sorting(s) Other operations  Overall Scaling  

PG - 3*Np log Np
(a) 3*Np

(b) Np log Np 
PL3 3*Np(Np-1)/2  Np

2 log Np - Np
2 log Np 

PL1 3*Np(Np-1)/2 3* Np
2 log Np - Np

2 log Np 
RL3 3*Np(Nr-1)/2 Nr * Np log Np - Nr * Np log Np 

(a) Computation of interquartile ranges  
(b) Computation of σj 
 
Table 1: Number of operations needed (columns 2 to 4) and  overall scaling of computational times (column 5) of 
kernels as a function of partic les  number (Np) and receptors number (Nr). 
 
 
Figure captions 
Figure 1: Average value estimates  of a uniform concentration of 125 µg/m3 as a function of the number N of particles  

employed for different kernel types. 

Figure 2: Standard deviation estimates of an uniform concentration of 125 µg/m3 as a function of the number of 

particles  N for different kernel types .  

Figure 3: X-Y (left) and X-Z (right) projection of the ideal  Gaussian plume in neutral dispersion conditions  generated 

for tes ting kernel performances. 1000, 2000, 4000 and 7000-meter radius  receptor arcs  used for density reconstruction 

assessment are a lso shown.  

Figure 4: Theoretical and reconstructed concentration profiles (in µg/m3) on the 1000-m (top left), 2000-m (top right), 

4000-m (bottom left) and 7000-m radius  (bottom right) ground receptor arcs .  

Figure 5: Theoretical and reconstructed concentration profiles (in µg/m3) on the 1000-m (top left), 2000-m (top right), 

4000-m (bottom left) and 7000-m (bottom right) downwind vertical receptor lines.  

Figure 6: Theoretical and reconstructed concentration  profiles (in µg/m3) on the receptors line located in the plume 

axis. 

Figure 7: Ground concentration maps obtained with different kernels  for the ideal Gaussian plume shown in Figure 3  

and for the same plume rotated by 45º in the horizontal plane.  

Figure 8: Concentration evolution of NO (top left), NO2 (top right), O3 (middle left),  PPN (middle right), HCHO 

(bottom left) and RCHO (bottom right) in an uniform box with initial concentrations described in text obtained with 

different kernel methods.  

Figure 9: Values of  SD/m obtained for the same species of Figure 8 with different kernel methods.   
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Figure 5  
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